Main Memory

Introduction

The ability to store and retrieve information is essential to the operation of any computer. The computer stores information in two areas: main memory and auxiliary storage (disk, tape). Main memory is often referred to as the computer's "internal" or "working" memory. Main memory holds the data to be processed. along with the instructions for processing the data, then delivers the information to the central processor (CPU) as it is needed.

Data and programs which are not being used are kept in slower auxiliary storage. When the information in auxiliary storage is needed for processing, it is transferred into main memory where it can be directly accessed by the CPU.

In this module you'll learn more about the computer's main memory. The first part discusses general concepts applicable to most types of main memory. It shows how main memory is organised, and explains how the data is stored and retrieved. The second part describes and compares the different types of memory used in computer systems.

Main memory consists of thousands of individual storage areas referred to as memory locations. As shown in Figure 1, each memory location is identified by a unique number or address. The addresses usually start at 0 and progress to the highest number required to identify all of the locations within main memory. Because each location has its own address, the CPU can go directly to any memory location and either store an item of data, or retrieve previously stored data. The CPU selects a particular location in main memory by specifying its address.

Figure 1 shows just a small portion of main memory and indicates the relationship between a memory location, the address of that location, and its contents. Note that the contents of a memory location can change, but the address always remains the same.
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Figure 1.  How Information is Organised and Addressed in Main Memory

Reading and Writing Data

Entering or storing data in main memory is known as writing to memory. During a write operation, the CPU sends main memory the address of the location to be used along with the data to be written (see Figure 2). The data is then written into the memory location selected by the CPU. Note that when the data is written, it replaces any information previously stored at that memory location.
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Figure 2.  Writing Data into Main Memory
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Figure 3.  Reading Data from Main Memory

Retrieving data from main memory is known as reading from memory. During a read operation, the CPU sends main memory the address of the location to be used. The data is then read from the selected memory location, and a copy of the data is sent to the CPU (see Figure 3). Unlike the write operation, reading does not alter the contents of the memory location; the same location can be read over and over again without destroying its contents.

Access Time

The CPU is capable of processing a million or more instructions every second. For the CPU to operate efficiently, main memory must be able to store and retrieve information quickly. The time required to go to a memory location and perform a read or write operation is called the access time.

Ideally, the access time of main memory should be as fast as possible. If the access time is too slow, the CPU may have to wait for main memory to retrieve the instructions and data that it needs. The access time of main memory is usually measured in microseconds (millionths of a second) or nanoseconds (billionths of a second).

Storage Capacity

Terms like "16 K," "128 K," and "512 K" are used to describe the size or storage capacity of main memory. When the letter "K" is used in this manner, it represents the value 2 raised to the tenth power, which equals 1,024. So, a memory with a storage capacity of 16K can hold 16 times K, or 16,384 bytes of data. To determine the actual number of storage locations, use the value 1,024 for K. Then multiply the size of memory by 1,024 to obtain the exact number of storage locations. For example, 8K equals 8 * 1,024 or 8,192 storage locations.

Although K represents the value 1,024,. it is common practice to round off this value to 1,000. So, K is often a shorthand notation for 1,000. For example, a computer with a memory size of 128K can store roughly 128,000 bytes of data (128 times 1,000). However, the true storage capacity is actually 128 times 1,024 which works out to 131,072 bytes.

A memory with a storage capacity of 1,024K can store over one million bytes (1,024 times 1,024 equals 1,048,576). One million bytes of storage is referred to as one megabyte, which is often abbreviated 1M.

Parts of Main Memory

Figure 4 shows the major elements that make up the computer's main memory. The storage medium is where data is electrically or magnetically stored when the data is sent to main memory. The medium consists of a large number of storage cells. These cells are organised so they are addressed in groups, rather than individually. Each group of cells represents one addressable memory location.
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Figure 4.  Simplified Model of Main Memory

Before data is read from or written to a memory location, the CPU sends main memory the address of the location to be used. The address is temporarily stored in the address register and is then decoded by the address decoder. The address decoder converts the binary address supplied by the CPU into a signal which selects just one group of cells in the storage medium.

The data register (Figure 4) serves as a temporary holding area for data entering or leaving main memory. For example, when data is read from a memory location, it is temporarily held in the data register until the CPU is ready to receive the data. Similarly, when data is sent to main memory for storage, the data is placed in the data register before it is written into the addressed memory location.

All reading and writing activities that take place in main memory are controlled and monitored by the memory control. If a read or write operation is underway in main memory, the memory control notifies the CPU by issuing a busy signal which is sent over the control bus. As soon as the operation is completed, the memory control alerts the CPU by issuing a done signal.

Table 1 lists and compares the different types of main memory used in computers over the years. The most popular types of memory (magnetic core and semiconductor memory) are described in the paragraphs that follow.

Table 1.  Types of Main Memory

Memory Type�When Used�Comments��Vacuum Tube Memory.�1940's��SYMBOL 183 \f "Symbol" \s 10 \h�	Bulky. expensive, and unreliable.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Limited storage capacity

�SYMBOL 183 \f "Symbol" \s 10 \h�	Consumed large amounts of power and generated a great deal of heat��Drum Memory �mid-1950's��SYMBOL 183 \f "Symbol" \s 10 \h�	Larger storage capacity and more reliable than vacuum tube memory, but still comparatively slow.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Data magnetically recorded on the surface of a rotating drum or cylinder.��Magnetic Core Memory�early-1950's to 1970's��SYMBOL 183 \f "Symbol" \s 10 \h�	Significant improvement over the earlier types of memory: smaller, faster, more reliable. and less expensive.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Memory access time measured in microseconds (millionths of a second).

�SYMBOL 183 \f "Symbol" \s 10 \h�	Non-volatile memory; data retained when power is turned-off or interrupted.��Semiconductor Memory�1970's to the present��SYMBOL 183 \f "Symbol" \s 10 \h�	Inexpensive. faster, and more compact  than core memory.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Volatile memory.��Magnetic Core Memory

Magnetic core memory consists of thousands of small ring-shaped cores constructed of ferrite, a material that can be easily magnetised. The ferrite cores are magnetised by passing an electrical current through wires which are threaded through the cores. As noted in Figure 5, the direction of the magnetising current determines whether a zero or a one is written into the selected core.
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Figure 5.  Writing Data into the Ferrite Cores

One of the main advantages of core memory is that it retains the data stored in the magnetic cores even when the power is removed or interrupted. A memory that retains data when its power is turned off is said to be non-volatile. In contrast, a memory that loses data when power is turned off is said to be volatile.

Semiconductor Memory

Semiconductor memory stores data electrically rather than magnetically. Semiconductor memory offers three important advantages over magnetic core memory: it is faster, more compact, and costs less. The integrated circuit (IC) chips which are used in semiconductor memory can be mass-produced economically and reliably.

Figure 6 shows the dramatic improvements that have taken place in semiconductor memory since it was introduced in the early 1970's. In 1970, a single memory chip could store 1000 bits of data (1K bit) at a cost of about one cent per bit. By comparison, some of the memory chips used in today's computers can store up to 1,000,000 bits of data (one megabit) at a cost of around 0.03 cent per bit.
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Figure 6. Semiconductor Memory: Cost and Storage Capacity

Semiconductor memory is divided into two general categories based on its read/write capabilities:

1.	Read-write random access memory (RAM).

2.	Read-only memory (ROM).

�Read-Write Random Access Memory

Read-write random access memory which is abbreviated RAM, is found in virtually all computers manufactured today. It has the following operating characteristics:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Read/write capability - Reading and writing can be performed with equal ease. The computer can read data from any memory location in the RAM, or it can write new data into the memory.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Random-access - The term random-access means that the CPU can go directly to any memory location in the RAM without having to go through other locations first. The time it takes to access a memory location is independent of its physical position in the RAM.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Volatile storage - If electrical power is removed, the RAM loses all of its stored data unless the computer is equipped with a back-up power supply.

Functional Organisation of RAMs

Most RAMs contain the functional elements shown in Figure 7. The storage array is organised into several identical layers of storage cells. Each cell holds a single bit of data. The lines that criss-cross the storage array are used to select one cell in each layer for a read or write operation. To select a particular cell, the row and column select lines connected to that cell must be activated, or asserted.
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Figure 7.  Functional Diagram of a Typical RAM

The row decoder and column decoder determine which pair of select lines will be asserted. When the CPU sends an address to the address register, the decoders respond to the binary address by asserting the appropriate pair of row and column select lines. Although there are many select lines, only one pair will be asserted by the decoders. The storage cell at the intersection of the asserted select lines is selected for reading or writing. So, each time an address is sent to the address register, the row and column decoders respond by selecting one cell in each layer of the storage array.

The memory control receives a read or write command from the CPU and then generates the signals which are needed to perform the read or write operation. During a read operation, binary data is read from the selected cells and is copied into the data register. The data is then held in the data register until the CPU is ready to receive it. During a write operation, data from the CPU is temporarily held in the data register and is then written into the selected group of cells.

Read-Only Memory

Read-only memory, which is abbreviated ROM, is another type of semiconductor memory that is widely used in computers. The ROM has the following attributes:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Read-only - The computer can access and read data which is stored in a ROM, but cannot write new data into the memory. Although it is possible for the user to erase and reprogram some types of ROMs, this is not the same as attempting to write data into the read-only memory.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Random-access - The ROM, like the RAM, is a random-access memory; therefore, the CPU can go directly to any memory location in the ROM without having to go through other locations first.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Non-volatile storage - If power is removed, the ROM retains all of its stored data. Unlike the RAM, none of the data is lost during power interruptions.

Read-only memory is generally found in computer applications that require a more permanent storage medium which is not affected by the loss or interruption of power. Table 2 lists some typical ROM applications.

Table 2.  Applications of Read-Only Memory

Application�Description and Comments��Bootstrap storage�When the computer is turned on, a short sequence of instructions (called a bootstrap program) is executed by the CPU to start up the system. The bootstrap program can be permanently stored in a ROM so it will always be available when needed.��Table Look-up�ROMs may be used to store tables of fixed mathematical data. such as square roots, trigonometric functions, or logarithms. Although the CPU could compute this data as it is needed, it is often more efficient to store tables of frequently used math functions in a ROM so that the CPU can simply look up the necessary data.��Storage of microcode�When the CPU executes an instruction, such as ADD, it performs a series of elementary functions needed to carry out that instruction. These elementary functions are controlled by microcode, which can be permanently stored in a read only memory. Because ROM is non-volatile, the microcode is retained in memory even when power is removed from the computer system.��Code conversion�Sometimes the computer must convert from one code to another. For example. in an automated control system it may be necessary to convert from the binary code to the Gray code. Figure 8 shows how this code conversion is performed using a ROM. The memory addresses sent to the ROM represent the binary code, and the values that are read from the addressed memory locations represent the corresponding Gray code. The conversion from binary to Gray code is just one of many code conversions that can be performed using ROM.���EMBED CDraw \s  \* mergeformat���

Figure 8.  Code Conversion Using a ROM

Their are three types of read-only memory: the mask-programmed ROM, the programmable ROM (PROM), and the erasable-programmable ROM (EPROM).

Mask-Programmed ROM

Binary data is permanently stored in a mask-programmed ROM at the time the integrated circuit is manufactured. A photo-mask is used to etch the desired pattern of ones and zeros onto the memory chip during the manufacturing process. Once data is stored in this type of ROM, it cannot be erased or altered in any way. Because a mask-programmed ROM is custom-built to the user's specifications, it is usually more expensive to manufacture than the other types of read-only memory.

Programmable Read-Only Memory (PROM)

The user can store (or program) information into a programmable read-only memory (PROM) after the memory chip is manufactured. However, once the PROM is programmed, its contents cannot be erased or changed.

The PROM contains an array of storage cells. When the PROM is manufactured, small fusible links are added to each storage cell. As long as all of these fusible links are present, the PROM contains a pattern of all ones (or all zeros). Later, the user can program the desired pattern of ones and zeros into the PROM by selectively burning out the appropriate fusible links. The cells with a broken link contain a binary zero, while the cells with an unbroken link still contain a binary one.

Binary information is programmed into the PROM using a programming unit. The programming unit produces an electrical current which burns out the fusible links in the cells selected by the user. Of course, once the user has altered the storage cells, he cannot restore them to their original state.

Erasable-Programmable Read-Only Memory (EPROM)

The contents of the erasable-programmable ROM can be erased and new data can be loaded into the read-only memory. To erase the old data, the user exposes the EPROM to strong ultraviolet light for about 10 to 30 minutes. The ultraviolet light restores the storage cells to their original unprogrammed state. A new pattern of ones and zeros can then be stored in the cells using the programming unit. Once the EPROM is programmed, it retains the stored data for several years.
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